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A method and computer product for automatically generating an IP 
network address that facilitates simplified network connection and 
administration for small-scale IP networks without IP address servers, 
such as those found in a small business or home network environment. 
First, a proposed IP address is generated by selecting a network 
identifying portion (sometimes known as an IP network prefix) while 
deterministically generating the host identifying portion based on 
information available to the IP host. For example, the IEEE 802 
Ethernet address found in the network interface card may be used with 
a deterministic hashing function to generate the host identifying portion 
of the IP address. Next, the generated IP address is tested on the 
network to assure that no existing IP host is using that particular IP 
address. If the generated IP address already exists, then a new IP 
address is generated, otherwise, the IP host will use the generated IP 
address to communicate over the network. While using the generated 
IP address, if an IP address server subsequently becomes available, 
the host will conform to IP address server protocols for receiving an 
assigned IP address and gradually cease using the automatically 
generated IP address.  

 
Workman, Nydegger & Seeley ;  

 
Amsbury, Wayne; Terry, Mark 

 
Certificate of Correction issued  

 
Gazette date Code   Description (remarks)   
2001-10-30 CC  Certificate of correction  
 

 



 
 
What is claimed and desired to be secured by United States Letters Patent is:      

1. In a host that has been connected to a network that does not have an IP address server and is not 
connected with any network having an IP address server, a method for automatically generating an IP 
address for the host, without another component of the network being required to transmit, to the host 
over the network, an IP address of said other component, the method comprising the steps of:  

• without the host having received over the network any IP address of another component of the 
network, selecting a valid network identifying value as a network identifying portion of the IP 
address for the host;  

• without the host having received over the network said any IP address of another component 
of the network, generating a host identifying portion of the IP address for the host based on 
information available to the host; and  

• testing the generated IP address for the host for conflicting usage by another host on the 
network and determining that no conflicting usage of the generated IP address exists.  

    2. A method as recited in claim 1, wherein the network identifying portion of the generated IP 
address is chosen to be 10.  
    3. A method as recited in claim 1, further comprising the steps of:  

• determining that an IP address server is not present prior to selecting the network identifying 
portion of the IP address; and  

• ascertaining if an IP address server later becomes present over the network.  

    4. A method as recited in claim 3, further comprising the steps of:  

• assigning an IP address from the IP address server to the host when an IP address server is 
available over the IP network; and  

• immediately discontinuing use of the generated IP address when an assigned IP address is 
received from an IP address server available over the network.  

    5. A method as recited in claim 3, further comprising the steps of:  

• assigning an address from the IP address server to the host when an IP address server is 
available over the network; and  

• gradually discontinuing use of the generated IP address when an assigned IP address is 
received from an IP address server available over the network.  

    6. A method as recited in claim 3, further comprising the step of assigning an IP address from the IP 
address server to the host when an IP address server is available over the network and the host using 
both the generated IP address and the assigned IP address.  
    7. A method as recited in claim 1, further comprising the step of monitoring the network for 
conflicting IP address usage between the generated IP address and the address of another host.  
    8. A method as recited in claim 1, wherein the generated IP address has been generated after the 
host has previously generated a first IP address and has determined that the first IP address was 
already in use by another host on the network.  
    9. A method as recited in claim 1, wherein testing the generated IP address further comprises 
sending a message using the generated IP address and waiting for a response from another host that 
is currently using the generated IP address.  
    10. A method as recited in claim 1, wherein an IEEE 802 address of a host network interface card is 
used as the information available to the host for generating the host identifying portion of the 
generated IP address.  
    11. A method as recited in claim 1 wherein generating the host portion of the generated IP address 
further comprises the use of a deterministic hashing function.  
    12. A computer-readable medium having computer-executable instructions for performing the steps 
recited in claim 1.  
    13. In a host that has been connected to a network that initially does not have an IP address server 



and is not connected with any network having an IP address server, a method for automatically 
generating an IP address for the host, without another network component being required to transmit, 
to the host over the network, an IP address of said other network component, the method comprising 
the steps of:  

• after the host has been connected to the network, initially determining that an IP address 
server is not available over the network;  

• selecting a valid network identifying value as a network identifying portion of the IP address for 
the host without the host having received the valid network identifying value from another 
component of the network;  

• deterministically generating a host identifying portion of the IP address for the host based on 
information available to the host, the information available to the host being information other 
than a host identifying portion of an IP address for any other host;  

• testing the generated IP address for the host for usage conflict by another host on the network 
and determining that no conflicting usage of the generated IP address exists; and  

• ascertaining if an IP address server later becomes available over the network.  

    14. A method as recited in claim 13, wherein the network identifying portion of the generated IP 
address is chosen to be 10.  
    15. A method as recited in claim 13, further comprising the steps of:  

• requesting and receiving an assigned IP address from the IP address server when an IP 
address server becomes available over the network; and  

• immediately discontinuing use of the generated IP address when the assigned IP address is 
received from the IP address server available over the network.  

    16. A method as recited in claim 13, further comprising the steps of:  

• requesting and receiving an assigned IP address from the IP address server when an IP 
address server becomes available over the network; and  

• gradually discontinuing use of the generated IP address when the assigned IP address is 
received from the IP address server available over the network.  

    17. A method as recited in claim 16, further comprising the steps of:  

• monitoring the generated IP address for conflicting usage while the host is using the 
generated IP address; and  

• signaling an error condition if there is conflicting usage with another host on the network while 
the host is using the generated IP address.  

    18. A method as recited in claim 17, wherein an IEEE 802 address of a host network interface card 
is the information available to the host and the IEEE 802 address is placed into a deterministic 
hashing function for generating the host identifying portion of the generated IP address.  
    19. A computer-readable medium having computer-executable instructions for performing the steps 
recited in claim 18.  
    20. A method as recited in claim 13, further comprising the steps of requesting and  

• receiving an assigned IP address from an IP address server when the IP address server 
becomes available over the network; and  

• using both the generated IP address and the assigned IP address.  

    21. A method as recited in claim 13, further comprising the steps of:  

• monitoring the generated IP address for conflicting usage while the host is using the 
generated IP address; and  

• regenerating the generated IP address if there is conflicting usage with another host on the 
network while the host is using the generated IP address.  



    22. A method as recited in claim 13, wherein the generated IP address has been generated after 
the host has previously generated a first IP address and has determined that the first IP address was 
already in use by another host on the network.  
    23. A method as recited in claim 13, wherein testing the generated IP address further comprises the 
steps of:  

• sending a message using the generated IP address; and  
• waiting for a response from a host that is currently using the generated IP address.  

    24. A computer-readable medium having computer-executable instructions for automatically 
generating a host IP address in a host that has been connected to a network that does not have an IP 
address server initially without another component of the network being required to transmit an IP 
address of the other component to the host, said computer-executable instructions comprising:  

• means for communicating over the network;  
• after the host has been connected to the network, means for determining that an IP address 

server is not currently available over the network;  
• means for consistently selecting the network identifying portion of the host IP address from 

valid network identifying portion values without the host having received the valid network 
identifying portion values from another component of the network;  

• means for deterministically generating the host identifying portion of the host IP address 
based on information available to the host;  

• means for testing the generated host IP address for conflicting usage by another host on the 
network before using the generated host IP address, the information available to the host 
being information other than a host identifying portion of an IP address for any other host;  

• means for monitoring the generated host IP address for conflicting usage by another host on 
the network while the generated host IP address is being used;  

• means for ascertaining if the IP address server later becomes available over the network;  
• means for requesting and receiving a new IP address from the IP address server when the IP 

address server becomes available over the network; and  
• means for gradually discontinuing use of the generated host IP address when the IP address 

server becomes available over the network.  

    25. A computer-readable medium having computer-executable instructions as recited in claim 24, 
wherein the network identifying portion of the IP generated IP address is chosen to be 10.  
    26. A computer-readable medium having computer-executable instructions as recited in claim 24, 
wherein the means for testing the generated host IP address comprises sending a message using the 
generated host IP address and waiting for a response from a different host that is currently using the 
generated host IP address.  
    27. A computer-readable medium having computer-executable instructions as recited in claim 24, 
wherein the means for generating the host identifying portion of the generated host IP address 
comprises placing an IEEE 802 address of a host network interface card into a deterministic hashing 
function.  
    28. A computer-readable medium having computer-executable instructions as recited in claim 24, 
wherein the computer-executable instructions further comprise means for regenerating the generated 
host IP address if testing the generated host IP address results in conflicting usage with another host 
on the network.  
    29. A computer-readable medium having computer-executable instructions as recited in claim 24, 
wherein the computer-executable instructions further means for signaling an error condition if there is 
conflicting usage with another host on the network while the host is using the generated host IP 
address.  
    30. In a host that has been connected to a network that does not have an IP address server and is 
not connected with any network having an address server, a method for automatically generating an 
IP address for the host, without another component of the network being required to transmit, to the 
host over the network, an IP address of said other component, the method comprising the steps of:  

• without the host having received over the network any IP address of another component of the 
network, selecting a valid network identifying value as a network identifying portion of the IP 
address for the host; and  

• without the host having received over the network said any IP address of another component 



of the network, generating a host identifying portion of the IP address for the host based on 
information available to the host.  

    31. A method as recited in claim 30, further comprising the steps of:  

• determining that an IP address server is not present prior to selecting the network identifying 
portion of the IP address; and  

• ascertaining if an IP address server later becomes present over the network.  

    32. A method as recited in claim 30, further comprising the steps of:  

• assigning an IP address from the IP address server to the host when an IP address server is 
available over the IP network; and  

• immediately discontinuing use of the generated IP address when an assigned IP address is 
received from an IP address server over the network.  

    33. A method as recited in claim 30, further comprising the steps of:  

• assigning an IP address from the IP address server to the host when an IP address server is 
available over the IP network; and  

• gradually discontinuing use of the generated IP address when an assigned IP address is 
received from an IP address server available over the network.  

    34. A method as recited in claim 30, further comprising the step of testing the generated IP address 
for the host for conflicting usage by another host on the network and determining that no conflicting 
usage of the generated IP address exists.  
    35. A method as recited in claim 30, wherein the generated IP address has been generated after 
the host has previously generated a first IP address and has determined that the first IP address was 
already in use by another host on the network.  

 
CROSS-REFERENCE TO RELATED APPLICATIONS 

    The present application is related to the co-pending application entitled "Method and System for 
Predictive Encoding of Arrays of Data," attorney docket number 2167-0106-2, serial number 
09/205,191, filed on even date herewith, also naming Julien Signes and Olivier Ondet as inventors. 
The contents of that co-pending application are incorporated herein by reference.  

BACKGROUND OF THE INVENTION 
 
    1. Field of the Invention  
    The present invention relates to the encoding of computer-generated images, and more particularly 
to the encoding of 3D scenes utilizing 3D rotations and 3D normals.  
    2. Discussion of the Background  
    The phrase "computer-generated images" encompasses an expanding area of video technology. 
Originally the term was often equated with simple text images or 2D images; however, the phrase now 
encompasses any type of digitally encoded video stream. The Motion Pictures Expert Group (MPEG) 
was formed to investigate the technologies required for the encoding and decoding of image streams. 
The resulting standard (now referred to as "MPEG-1") has served as a basis for two additional MPEG 
standards: MPEG-2 and MPEG-4. MPEG-4 is a standard that is "in progress" and forms the basis for 
the present invention. The final committee drafts are ISO/IEC FCD 14496-1 MPEG-4 Systems and -2 
MPEG-4 Visual, the contents of the final committee drafts are incorporated herein by reference.  
    The draft standard departs from the single stream-based model of video and raises the focus to a 
series of streams that act in concert. One portion of the standard is the Binary Format for Scenes (also 
known as "BIFS"). This format allows the description of 3D objects and their motion and provides the 
ability for greater interaction with that portion of the video stream. The draft standard, however, does 
not directly provide a topologically coherent quantization scheme that supports a compensation 
process.  
    The representation of rotations with quaternions is known to be used in 3D computing, but not in the 
context used in the present invention. One known use is in the Cosmo viewer in which quaternions are 
used internally to interpolate between two rotations to avoid rendering artifacts.  

SUMMARY OF THE INVENTION 
 



    Not yet available in the BIFS portion of the standard is the ability to efficiently calculate, store and 
decode rotations and normals. Thus, it is an object of the present invention to address this deficiency. 
    It is another object of the present invention to provide a computer-implemented method and system 
for more efficiently encoding rotations in a computer-generated image stream.  
    It is a further object of the present invention to provide a computer-implemented method and system 
for more efficiently encoding normals in a computer-generated image stream.  
    This and other objects of the present invention are addressed by one or more of (1) a computer-
implemented method for encoding rotations and normals, (2) a system for encoding rotations and 
normals, and (3) a computer program product for encoding rotations and normals. Such a system is 
applicable to improved storage and playback of games, virtual reality environments, and movies. 
Moreover, based on the improved efficiency, video streams encoded according to the present 
invention may be played back over lower bandwidth communications links than less efficiently 
encoded streams.  
  

Brief Description of the Drawings 
    In order that the manner in which the above-recited and other advantages and objects of the 
invention are obtained, a more particular description of the invention briefly described above will 
be rendered by reference to specific embodiments thereof which are illustrated in the appended 
drawings. Understanding that these drawings depict only typical embodiments of the invention 
and are not therefore to be considered limiting of its scope, the invention will be described and 
explained with additional specificity and detail through the use of the accompanying drawings in 
which:  
    FIG. 1 is a block diagram of an exemplary system for implementing the invention that includes 
a general purpose computing device in the form of a conventional personal computer.  
    FIGS. 2A and 2B show two different configurations of an IP network. FIG. 2A shows a stand-
alone IP network isolated from any other networks, while FIG. 2B shows the isolated IP network 
of FIG. 2A that has access to other networks through one of the IP hosts acting as a gateway.  
    FIGS. 3A-3C illustrate the three different configurations of an IP address wherein a certain 
number of bits in the fixed 32-bit IP address space are assigned to a network portion, while other 
bits are assigned to a host portion.  
    FIG. 4 is a flow chart depicting the processing steps that a IP host would take to automatically 
generate an IP address for use on an IP network where an IP address server is initially not 
present.  
    FIGS. 5A-5C illustrate the use of IP hosts that automatically generate their IP addresses while 
on a stand-alone IP network and then subsequently receive an assigned IP address when they 
are connected to a corporate IP network. FIG. 5A illustrates the IP network address automatically 
generated in each case. FIG. 5B shows the connection with the corporate IP network and 
Internet, including the addition of the assigned IP addresses from an IP address server available 
on the corporate network, and FIG. 5C shows the discontinued use of the automatically 
generated IP addresses.  

 
 

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS 

  

    As used herein, the term "hashing function" refers to those functions known in the art that 
systematically covert one multi-bit representation into another, usually smaller, multi-bit 
representation. A hashing function is said to be deterministic if it generates the same results from 
the same input.  
    As used herein, the term "IP address server" refers to a host on the IP network that will 
manage and assign IP addresses to other hosts. Such a server may use the Dynamic Host 
Configuration Protocol (DHCP) to assign IP addresses to the network hosts.  
    As used herein, the term "host" refers to any separately cognizable entity on an IP network. 
While there is typically a single IP address for each host, it is conceivable that a single host may 
have multiple IP addresses. References throughout the application to information available to the 
host refers to information that may be accessed or generated by the host processor and includes 
by way of example and not limitation, the network interface card IEEE 802 Ethernet address on 
conventional PCs and other Ethernet compatible devices, random number generators available 
from the host operating system, hardware serial numbers available on the host, etc.  



    FIG. 1 and the following discussion are intended to provide a brief, general description of a 
suitable computing environment in which the invention may be implemented. Although not 
required, the invention will be described in the general context of computer-executable 
instructions, such as program modules, being executed by a personal computer. Generally, 
program modules include routines, programs, objects, components, data structures, etc. that 
perform particular tasks or implement particular abstract data types. Moreover, those skilled in the 
art will appreciate that the invention may be practiced with other computer system configurations, 
including hand-held devices, multi-processor systems, microprocessor-based or programmable 
consumer electronics, network PCs, minicomputers, mainframe computers, and the like. The 
invention may also be practiced in distributed computing environments where tasks are 
performed by remote processing devices that are linked through a communications network. In a 
distributed computing environment, program modules may be located in both local and remote 
memory storage devices.  
    With reference to FIG. 1, an exemplary system for implementing the invention includes a 
general purpose computing device in the form of a conventional personal computer 20, including 
a processing unit 21, a system memory 22, and a system bus 23 that couples various system 
components including the system memory to the processing unit 21. The system bus 23 may be 
any of several types of bus structures including a memory bus or memory controller, a peripheral 
bus, and a local bus using any of a variety of bus architectures. The system memory includes 
read only memory (ROM) 24 and random access memory (RAM) 25. A basic input/output system 
26 (BIOS), containing the basic routines that helps to transfer information between elements 
within the personal computer 20, such as during start-up, may be stored in ROM 24. The 
personal computer 20 may also include a hard disk drive 27 for reading from and writing to a hard 
disk, not shown, a magnetic disk drive 28 for reading from or writing to a removable magnetic disk 
29, and an optical disk drive 30 for reading from or writing to removable optical disk 31 such as a 
CD ROM or other optical media. The hard disk drive 27, magnetic disk drive 28, and optical disk 
drive 30 are connected to the system bus 23 by a hard disk drive interface 32, a magnetic disk 
drive-interface 33, and an optical drive interface 34, respectively. The drives and their associated 
computer-readable media provide nonvolatile storage of computer readable instructions, data 
structures, program modules and other data for the personal computer 20. Although the 
exemplary environment described herein employs a hard disk, a removable magnetic disk 29 and 
a removable optical disk 31, it should be appreciated by those skilled in the art that other types of 
computer readable media which can store data that is accessible by a computer, such as 
magnetic cassettes, flash memory cards, digital video disks, Bernoulli cartridges, random access 
memories (RAMs), read only memories (ROM), and the like, may also be used in the exemplary 
operating environment.  
    A number of program modules may be stored on the hard disk, magnetic disk 29, optical disk 
31, ROM 24 or RAM 25, including an operating system 35, one or more application programs 36, 
other program modules 37, and program data 38. A user may enter commands and information 
into the personal computer 20 through input devices such as a keyboard 40 and pointing device 
42. Other input devices (not shown) may include a microphone, joy stick, game pad, satellite dish, 
scanner, or the like. These and other input devices are often connected to the processing unit 21 
through a serial port interface 46 that is coupled to the system bus, but may be connected by 
other interfaces, such as a parallel port, game port or a universal serial bus (USB). A monitor 47 
or other type of display device is also connected to the system bus 23 via an interface, such as a 
video adapter 48. In addition to the monitor, personal computers typically include other peripheral 
output devices (not shown), such as speakers and printers.  
    The personal computer 20 may operate in a networked environment using logical connections 
to one or more remote computers, such as a remote computer 49. The remote computer 49 may 
be another personal computer, a server, a router, a network PC, a peer device or other common 
network node, and typically includes many or all of the elements described above relative to the 
personal computer 20, although only a memory storage device 50 has been illustrated in FIG. 1. 
The logical connections depicted in FIG. 1 include a local area network (LAN) 51 and a wide area 
network (WAN) 52 that are presented here by way of example and not limitation. Such networking 
environments are commonplace in offices enterprise-wide computer networks, intranets and the 
Internet.  
    When used in a LAN networking environment, the personal computer 20 is connected to the 
local network 51 through a network interface or adapter 53. When used in a WAN networking 
environment, the personal computer 20 typically includes a modem 54 or other means for 
establishing communications over the wide area network 52, such as the Internet. The modem 
54, which may be internal or external, is connected to the system bus 23 via the serial port 
interface 46. In a networked environment, program modules depicted relative to the personal 



computer 20, or portions thereof, may be stored in the remote memory storage device. It will be 
appreciated that the network connections shown are exemplary and other means of establishing 
a communications link between the computers may be used.  
    Referring to FIG. 2A, a number of IP hosts 60a-60e are shown interconnected in a stand-alone 
IP network. Each of the IP hosts 60a-60e will have a separate IP address and be able to 
communicate with each of the other IP hosts. Furthermore, each of the IP hosts may be a 
conventional computer system as described in connection with FIG. 1 running appropriate IP 
communication software. The IP communications software and the network interface 53 together 
constitute a means for communicating over an IP network. Note that the network shown in FIG. 
2A could be a LAN in a small department of a company, in a small business, or in a home.  
    Referring to FIG. 2B, the stand-alone network shown in FIG. 2A is interconnected with another 
network through the IP host 60c. The existing network(s) may have an IP address server that 
could assign addresses to the IP hosts 60a-60e. A situation as shown in FIG. 2B may occur when 
a department LAN is interconnected to the corporate network. In this a situation, each of the IP 
hosts 60a-60e would now receive an IP address from the IP address server on the existing 
network 62 and may eventually cease using the automatically generated IP address; such a 
scenario will be shown hereafter in more detail in connection with FIGS. 5A-5C.  
    Referring now to FIGS. 3A-3C, three different formats of an IP address are shown. An IP 
address is divided into three portions or regions: a format indication portion, a network identifying 
portion, and a host identifying portion. The relative number of bits assigned to each of these 
portions will determine the maximum number of entities that can be supported by a particular 
addressing format. For example, allocating more bits to the host identifying portion will increase 
the number of hosts that can exist on a single network. Reducing this number of bits will allow 
more networks to be supported but reduce the maximum number of hosts per network. The three 
standard formats provides flexibility and all IP hosts are able to recognize each of the three 
formats.  
    FIG. 3A shows an IP address format having a relatively small network identifying portion 64 of 
7 bits and a correspondingly larger host identifying portion 66 having 24 bits. This particular IP 
address format is indicated by reserved bit 68 having a value of zero.  
    In like manner, FIG. 3B shows an IP address format wherein the network identifying portion 70 
is composed of 14 bits and the host identifying portion 72 is composed of 16 bits and is indicated 
by a value of `10` for the reserved bits 74. The IP address format of FIG. 3B gives approximately 
equal addressing capability to designate the network and the host.  
    Finally, FIG. 3C shows an IP address format wherein the network identifying portion 76 has 21 
bits, the host identifying portion 78 has 8 bits, and the indicating bits 80 have a value of `110`. 
Naturally, the format of FIG. 3C will give greater addressing capability to the network identifying 
portion at the expense of being able to identify a smaller number of hosts. In each of the three IP 
addressing formats shown in FIGS. 3A-3C, there is a network identifying portion that indicates the 
network whereon the host resides and a host identifying portion that identifies the particular host 
on the designated IP network.  
    Any of the three formats may be used when automatically generating an IP address since all IP 
hosts recognize each format and different IP hosts may use different formats on any given IP 
network. It may be advantageous in some circumstances to select the format shown in FIG. 3A 
since it will allow the most possible hosts to exist on a single network  
    For an automatically generated IP address, some convention needs to be chosen so that the 
network portion is the same for all IP hosts on the same network. For example, each IP host 60a-
60e shown in FIG. 2A that automatically generates its IP address would have the same number 
identified in the network portion regardless of format in order to conform with the IP address 
standard.  
    One embodiment of the invention will always select the value of "10" for the network identifying 
portion of the automatically generated IP address. This value, known as "net 10," was the value 
used for the DARPA net, the historical predecessor to the current day Internet. In order to reduce 
confusion, the IANA will not assign "net 10" to any existing organization. Therefore, the "net 10" 
value for the network identifying portion of an IP address is relatively safe from conflict and has 
been used for debugging purposes and for internal networks within a corporate network structure. 
    Another embodiment will use a specifically reserved value for the network identifying portion of 
the IP address that has been assigned by the IANA for automatically generated IP network 
addresses. One such reserved or assigned value is 169.254.  
    Yet another way of consistently determining or obtaining the network identifying portion of an 
IP address is to use a network protocol for obtaining the information for the portion directly or 
indirectly from other devices attached to the network. Those skilled in the art will also appreciate 
that other mechanisms may also exist that would allow consistent and predictable generation of 



the same network identifying portion of an IP address that would work with the present invention 
are possible.  
    Referring now to FIG. 4, a flow chart showing the process steps taken by an actual IP host 
according to one embodiment of the present invention is shown. IP address acquisition begins at 
step 82 and it is first determined whether an IP address server is present at step 84. If there is an 
IP address server, there is no need to automatically generate an IP address and subsequently an 
IP address will be received from the IP address server at step 86.  
    To test for the IP address server at step 84, the IP host will send messages over the IP 
network according to a certain protocol, such as DHCP, to identify itself to the IP address server. 
The IP address server may then participate in a session that allows the assignment of an IP 
address from the IP address server to the IP host, again according to a prescribed protocol, such 
as DHCP. Using such a protocol is a means for determining the presence or absence or an IP 
address server. After receiving the IP address at step 86, the host will use that IP address 
indefinitely and the IP address acquisition operation terminates at step 88.  
    If an IP address server is not available at step 84 as the host boots up on the IP network and 
gives the appropriate protocol to signal a desire for an IP address, a determination is made at 
step 90 whether the host is configured for automatic IP address generation. If the host is not 
configured for automatic IP address generation, an error condition will be signaled at step 91 
before ending IP address acquisition at step 88. The error condition will signal the user that IP 
network communications are not possible at that particular time.  
    After determining that the host is configured for automatic IP address generating at step 90, the 
network identifying portion of the IP address will be selected at step 92. As explained previously, 
one embodiment chooses the "net 10" value for the network identifying portion of the IP address. 
An important element is to consistently select the same network number value regardless of the 
method implemented for making that selection. For example, a fixed number may be always 
chosen (e.g., "net 10" or a "reserved" value), a common number may be accessed in a 
predetermined manner from a file, from the network, or from some other source, etc., and all such 
methods would be considered means for consistently selecting the network identifying portion of 
an IP address. Furthermore, as explained previously, any format of the IP address as shown in 
FIGS. 3A-3C may be used.  
    Next, the host identifying portion of the IP address is deterministically generated at step 94. 
One preferred way of generating the host identifying portion of the IP address is to begin with a 
known value available to the IP host and use a deterministic hashing algorithm to generate the 
host portion of the IP address. For example, the network interface card IEEE 802 Ethernet 
address, which is too large to fit directly into the host identifying portion of an IP address, may be 
deterministically hashed to arrive at a value that will fit within the length confines of the host 
portion of the IP address. Other values available to an IP host may also be used, such as random 
number generation from the host operating system, mother board serial numbers, etc. The IEEE 
802 Ethernet address value is preferred due to its globally unique nature that, with the use of an 
appropriate deterministic hashing algorithm, would result in less usage conflicts for an 
automatically generated IP address and its high availability in PC networks.  
    Any other method that results in a high likelihood that each host will generate a unique, 
deterministic value for the host identifying portion may be used and would in like manner be 
considered a means for deterministically generating the host identifying portion of an IP address. 
It is preferred that the process be computationally efficient as well to eliminate large delays in the 
generation process.  
    A preferred hashing algorithm will be deterministic in the sense that a given input will generate 
the same output each time the algorithm is applied. The hashing algorithm should also be 
capable of being rehashed in the event that a usage conflict occurs wherein the host identifying 
portion generated by the original hash corresponds to an address already in use. Rehashing is 
generally performed by feeding the results of the first hash back into the algorithm to generate a 
new output. Finally, the hashing algorithm should have a good avalanche characteristic in order 
to more evenly spread out the hash results across the available values.  
    Before using the automatically generated IP address, it is tested for conflicting usage by other 
IP hosts on the network at step 96. One way of or means for doing such testing is for the IP host 
to send a message out on the IP network addressed to the automatically generated IP address. If 
a response is received, then another host on the IP network is using that particular IP address. 
Those skilled in the art will recognize that other ways and variations for determining IP address 
conflicts exist, any one of which may be used for purposes of testing an IP address for conflicting 
usage. All that is required is for the host to determine if another host on the network is already 
using the generated IP address.  
    If an IP address usage conflict is identified at step 98, the IP address is regenerated in the 



manner explained previously in connection with steps 92 and 94. Note that since "net 10" is 
chosen for the network identifying portion of the IP address for this embodiment, only the host 
identifying portion of the IP address need be regenerated. This is typically done by rehashing the 
IEEE 802 Ethernet address and testing the new rendition of the generated IP address having the 
newly generated host identifying portion for usage conflict again at step 96. This process will 
occur for a predetermined number of times or until no conflict usage is identified at step 98. Note 
that rehashing is only one means of regenerating the IP address and those skilled in the art will 
recognize others that accomplish the same purpose.  
    At step 100, the generated IP address is used by the IP host for communicating on the IP 
network. Also at step 100 periodic tests are made to determine if an IP address server has 
become available over the IP network since the IP address was generated or to determine if there 
is conflicting usage of the IP address. Each of these two situations may indicate a change for the 
IP host in using the generated IP address depending on actual implementation. One way or 
means for monitoring conflicting IP address usage is to periodically send a message to the 
generated IP address and wait for a response as explained previously in connection with step 96. 
    If a conflict usage is identified at step 102 because the generated IP address is also being 
used by another IP host, then an error indication is signaled at step 104 before ending at step 88. 
Because this situation may be extremely detrimental and because the situation is very uncommon 
due to previous conflict testing at step 96, one embodiment will simply shut down the IP stack and 
no longer process network messages. The host user is then made aware through the user 
interface that a catastrophic error has occurred. Alternatively, rather than shut down the IP stack 
with an error, other embodiments may attempt to generate a new IP address.  
    If no conflicting usage is identified at step 102 and no IP address server has become available 
at step 106, use of the generated IP address continues at step 100 until more periodic tests are 
made. In one embodiment, testing for an IP address server is done by sending messages 
according to the DHCP protocol. Note that this test can be the same test described in conjunction 
with step 84 above and serves as a means for ascertaining if an IP address server later becomes 
available.  
    If an IP address server later becomes available at step 106, the IP host will interact with the 
address server in order to get another IP address at step 108. DHCP is one protocol that may be 
implemented as a means for requesting and receiving an IP address for an IP host. This address 
will then be used by the IP host while use of the generated IP address will eventually cease at 
step 110 before ending address acquisition at step 88. Those skilled in the art will see that 
variations may exist wherein multiple IP addresses are used by a single IP host that will allow the 
automatically generated IP address to co-exist with the IP address assigned by the IP address 
server.  
    When ceasing to use the generated IP address at step 110, implementations may vary as to 
how quickly this may be achieved. For example, use of the generated IP address may be 
immediately cut off upon receipt of the IP address from the IP address server; only existing 
sessions with the generated IP address may be maintained thereby gradually decreasing the use 
of the generated IP address; or, finally, both addresses may be used simultaneously. Software 
running on the IP host will control the continued use or disuse (whether gradual or immediate) of 
the generated IP address according to a variety of factors. This software constitutes a means for 
gradually discontinuing the use of the generated IP address when gradual disuse is mandated by 
the implementation and the circumstances.  
    Referring now to FIGS. 5A-5C, an example implementation of the present invention is shown 
as IP addresses are initially generated on a local area network that is eventually integrated into 
the corporate-wide network having an IP address server. Furthermore, the corporate network is 
connected to the Internet. FIG. 5A shows the state of the independent local area network after 
each of the three IP hosts has automatically generated their respective IP addresses. FIG. 5B 
then shows the state of the local area network after integration into the corporate IP network and 
wherein each of the three IP hosts has received an address from the corporate IP address server 
and showing the simultaneous use of the generated IP address and the assigned IP address as 
the generated IP address is gradually phased out. Finally, FIG. 5C shows the state of the local 
area network after the generated IP addresses are no longer in use for each of the three nodes. 
    Referring to the network 112 of FIG. 5A, each IP host has automatically generated and tested 
an IP address according to the processing steps explained previously in connection with the 
flowchart of FIG. 4. Specifically, host 114 is using generated IP address 116 having a value of 
10.0.0.107, host 116 is using generated IP address 120 having a value of 10.0.3.255, and host 
122 is using generated IP address 124 having a value of 10.0.0.7.  
    One or more of the generated IP addresses may have had an initial conflict but such has been 
resolved by rehashing to get a second or more order hash of the IEEE 802 Ethernet address 



found in the network interface card of the conventional PC that makes up each respective host. In 
most instances, each time a host is powered on and "active" on the network 112, it will have the 
same IP address due to the deterministic nature of the hashing algorithm generating the host 
identifying portion of the address. This configuration allows the respective IP hosts to be 
physically attached to the network hardware, powered on, and immediately communicating on the 
network 112 without the need of any explicit configuration with respect to an IP address.  
    Referring to FIG. 5B, the network 112 is integrated into a corporate IP network 126 through 
suitable router hardware 128. Note that, alternatively, one of the IP hosts, such as host 120 could 
function as a router to make the logical integration of the network 112 into the corporate IP 
network 126 as represented by dashed line 130. Furthermore, the corporate IP network 126 is 
part of the world-wide Internet.  
    Once connected onto the corporate IP network, an IP address server will become available to 
each respective host 114, 118, and 122. Each host will "discover" the IP address server during 
execution of a periodic test as described in connection with step 100 of FIG. 4. After going 
through the appropriate interaction, such as DHCP, each respective host 114, 118, and 122 will 
receive an assigned IP address from the IP address server. Specifically, host 114 is using 
assigned IP address 132 having a value of 81.0.0.1, host 116 is using assigned IP address 134 
having a value of 81.0.0.2, and host 122 is using assigned IP address 136 having a value of 
81.0.0.3.  
    The assigned IP address will now be used while the generated IP address will be gradually 
phased out from use. In one embodiment, existing sessions using the IP address will continue 
until ended while all new sessions will use the assigned IP address received from the IP address 
server. With respect to the configuration shown in FIGS. 5A-5C, it is only the hosts within the 
network 112 that will be using the generated IP addresses. Note also that once the network 112 
is attached to the corporate IP network 126, a chance of conflicts occurs with existing addresses 
on the corporate IP network 126 that could lead to the error situation discussed with processing 
steps 102 and 104 of FIG. 4.  
    Referring to FIG. 5C, each respective node 114, 118, and 122 has ceased using the generated 
IP address and is only using the assigned IP address. Each time one of the hosts 114, 118, or 
122 powers up and becomes active on the network 112 (and subsequently the corporate IP 
network 126) it will use its respective assigned IP address.  
    The present invention may be embodied in other specific forms without departing from its spirit 
or essential characteristics. The described embodiments are to be considered in all respects only 
as illustrated and not restrictive. The scope of the invention is, therefore, indicated by the 
appended claims rather than by the foregoing description. All changes which come within the 
meaning and range of equivalency of the claims are to be embraced within their scope.  



 
 



 



 



 



 



 
 


